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A wise man proportions his belief to the evidence.
—David Hume (p. 73)

Political scientist Larry Bartels observed that “the politi-
cal ignorance of the American voter is one of the best-
documented features of contemporary politics” (Bartels, 
1996, p. 194). A burgeoning literature across the social 
sciences has been dedicated to developing strategies 
to address this notorious limitation. Kuklinski and col-
leagues (2000) identified two conditions that are needed 
to assuage this problem: increased access to objective 
facts and their incorporation in individuals’ mental 
models. The first condition is difficult to satisfy given 
that nearly half of Americans get their news from Face-
book (Shearer & Gottfried, 2017), a social media plat-
form known for providing access to a vast volume of 
misinformation (Shu et al., 2017). However, even if such 
organizations successfully implement strategies to 
diminish misinformation, a more daunting challenge 
arises: persuading people to incorporate these facts into 

their belief systems. Findings from social psychology 
hint that new facts are easily dismissed if they increase 
cognitive dissonance (Festinger & Carlsmith, 1959), 
reduce coherence among already held beliefs (Lord 
et al., 1979), or counter one’s political allegiance (Nyhan 
& Reifler, 2010). In the present studies, we were inter-
ested in exploring cognitive processes that could facili-
tate the incorporation of facts into people’s belief 
systems.

A central feature of beliefs—defined as statements 
that individuals hold to be true (Schwitzgebel, 2010)—is 
their dynamic nature: Beliefs are susceptible to change 
(Bendixen, 2002). Prior work has identified several 
strategies that proved effective at changing beliefs, such 
as using fictional narratives (Wheeler et  al., 1999), 
manipulating memory accessibility (Vlasceanu & Coman, 
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2018), associating beliefs with emotionally arousing 
images (Vlasceanu, Goebel, & Coman, 2020), emphasiz-
ing normativity cues (Vlasceanu & Coman, 2020a), and 
nudging accuracy goals (Pennycook et al., 2020). Here, 
we propose that one powerful strategy to facilitate belief 
change might involve updating mental models through 
prediction errors. This conjecture builds on the seminal 
finding that learning is proportional to prediction error, 
where prediction error is the difference between the 
prediction one makes about a state of the world and 
the actual outcome (Rescorla & Wagner, 1972). Because 
expectations are based on the agent’s model of the 
world, when predictions are validated, they reinforce 
the model of the world they stemmed from, and when 
they are invalidated, the model gets updated accordingly 
(den Ouden et  al., 2012). Generating predictions is, 
arguably, a ubiquitous process implemented by the cog-
nitive system that has adaptive consequences for the 
organism (Bar, 2009).

In the current investigation, we were interested in 
whether prediction errors may have a similar effect on 
belief change and whether this effect might be modu-
lated by motivational factors that involve political ideol-
ogy. Is the influence of prediction errors on belief 
update a general process, or are there partisan biases 
in the way prediction errors impact beliefs? On the one 
hand, in support of prediction errors as a general 
mechanism, they have been found to impact a wide 
range of cognitive processes, including perception (de 
Lange et  al., 2018), action (Bestmann et  al., 2008), 
memory (Erickson & Desimone, 1999), language (Kutas 
&  Hillyard, 1980), cognitive control (Alexander & 
Brown, 2011), and decision-making (Greve et  al., 
2017). On the other hand, past research shows that 
cognitive processing can vary as a function of political 
ideology ( Buechner et al., 2021). For instance, motiva-
tions to reach particular conclusions have been shown 
to affect information processing (Nyhan & Reifler, 
2010). This suggests that there might be meaningful 
motivational differences between liberals and conserva-
tives that could affect the relation between prediction 
errors and belief update (Ditto et al., 2019; Haidt et al., 
2009). One way in which ideological biases could influ-
ence the belief-updating process may involve a reduced 
susceptibility to changing ideologically consistent 
beliefs as a function of prediction errors (as opposed 
to ideologically inconsistent or neutral beliefs). That is, 
people might be entrenched with respect to their party’s 
beliefs but flexibly updating other beliefs (Toner et al., 
2013). Another way in which ideological biases might 
impact belief update could involve a differentiation 
between liberals and conservatives; conservatives might 
be more resistant to change than liberals, as has already 
been shown ( Jost et al., 2003; White et al., 2020). This 

would predict that conservatives might be less likely 
than liberals to change their beliefs according to the 
prediction errors they make, regardless of the ideologi-
cal nature of those beliefs. Yet another possibility is 
that belief updating could be dynamically dependent 
on environmental factors involving uncertainty and 
political- identity threat (Haas & Cunningham, 2014). 
The more one is uncertain and threatened, the more 
resistant one is to changing one’s beliefs.

We explored the relationship between prediction 
error and belief update in an experiment in which 
participants either passively viewed or actively made 
predictions based on belief-associated statistical evi-
dence. We hypothesized that there would be a positive 
linear relationship between prediction-error size and 
belief update. We also hypothesized that making large 
prediction errors would lead to more evidence incor-
poration and belief change than not engaging in pre-
diction. We did not have a priori hypotheses regarding 
how participant and belief ideology would interact 
with the effect of prediction error on belief update.

Study 1

Method

Open-science practices. We preregistered the study’s 
experimental design and hypotheses on AsPredicted 
(https://aspredicted.org/zu4iq.pdf). In addition, the stim-
uli, pilot-study results, and data for the main study can be 
found on the study’s OSF page (https://osf.io/aur2t). The 

Statement of Relevance 

Misinformation spread is among the top threats 
facing the world today. The current unprece-
dented level of exposure to false information 
leads people to confidently hold false beliefs. As 
a result, policymakers face an important challenge 
to design campaigns guided by empirical research 
to combat and prevent misinformation. One of the 
first steps in compiling empirically grounded rec-
ommendations is large-scale testing of interven-
tions aimed at changing ideologically charged 
false beliefs. In this study, we reveal such an inter-
vention: Engaging in prediction regarding surpris-
ing belief-related evidence and making large 
errors followed by immediate feedback led to the 
successful updating of the corresponding beliefs. 
This effect held across ideological boundaries, 
making it a viable strategy for reducing ideologi-
cally charged misinformation.

https://aspredicted.org/zu4iq.pdf
https://osf.io/aur2t
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data-analysis code (in Python) can be accessed as a 
 Jupyter notebook at https://github.com/mvlasceanu/Pre 
dictionBelief.

Participants. We estimated that to obtain a power of 
.80 to detect a moderate effect size (Cohen’s d) of 0.3 for 
two between-subjects comparisons, a sample of 704 par-
ticipants would be needed. Participants were recruited 
on Cloud Research (https://www.cloudresearch.com/), 
an Internet-based research platform similar to Amazon 
Mechanical Turk but with more intensive participant-
pool checks. Participants were compensated at the plat-
form’s standard rate (Litman et  al., 2017). In total, we 
recruited 945 participants, of which 241 were excluded 
from the analysis on the basis of preregistered criteria 
(i.e., attention checks). We stopped data collection as 
soon as we reached the preregistered sample size of 704 
valid participants (age: M = 50.32 years, SD = 16.51; 67.7% 
women). Of these, 352 participants self-identified as 
Democrats and 352 as Republicans. Each Democrat was 
assigned to either the experimental condition (n = 176) 
or the control condition (n = 176), and the Republicans 
were also evenly split between the two conditions. The 
study protocol was approved by the Princeton University 
Institutional Review Board.

Stimulus materials. We undertook preliminary stud-
ies to develop a set of 36 statements (see https://osf.io/
nry4z/). These statements were equally split into 12 neu-
tral statements (e.g., “Shark attack rates are similar for 
men and women”), 12 Democratic statements (e.g., “The 
US has loose gun laws”), and 12 Republican statements 
(e.g., “A large proportion of immigrants in the US is not 
in the workforce”). The 36-statement set was selected 
from a larger initial set of 48 statements that we pretested 
on an independent sample of Cloud Research partici-
pants (N = 50; age: M = 41.94 years, SD = 15.83; 62% 
women). In the pilot study, we first measured the believ-
ability of each statement with the question “How accu-
rate do you think this statement is?” on a scale ranging 
from 0, extremely inaccurate, to 100, extremely accurate. 
We selected the final set of 36 statements so that each 
neutral statement was equally believed by the Demo-
cratic and Republican participants, each Democratic 
statement was believed significantly more by Democrats 
than by Republicans, and each Republican statement was 
believed more by Republicans than by Democrats. Over-
all, the neutral statements were equally endorsed by 
Democrats (M = 62.83, SD = 9.35) and Republicans (M = 
59.58, SD = 15.76), p = .546; the Democratic statements 
were endorsed significantly more by Democrats (M = 
70.78, SD = 7.89) than by Republicans (M = 49.68, SD = 
16.15), p < .001; and the Republican statements were 
endorsed significantly more by Republicans (M = 61.74, 

SD = 12.37) than by Democrats (M = 48.36, SD = 10.85), 
p < .01 (see https://osf.io/nry4z/).

We also developed a set of 36 facts that provide 
evidence either in support or against the 36 statements 
(see https://osf.io/nry4z/). For example, for the state-
ment “Very few Americans identify as vegetarian,” the 
evidence in support was “5% of Americans are vegetar-
ian,” and for the statement “Many American adults exer-
cise on a daily basis,” the evidence against was “5% of 
Americans participate in 30 minutes of physical activity 
every day.” These factual statistics were selected from 
a larger set of 48 accurate facts that we found in scien-
tific articles or official polls and were pretested on the 
same sample of participants as in the pilot study. Sta-
tistics were selected to match on how strongly each 
piece of evidence would influence each associated 
statement (e.g., “How likely is this piece of evidence 
to influence your support for this statement?” on a scale 
from 1, not at all, to 5, a great deal). The 36 facts were 
selected so that for Democrats, the neutral (M = 3.05, 
SD = 0.54), Democratic (M = 3.24, SD = 0.54), and 
Republican (M = 3.05, SD = 0.25) facts did not signifi-
cantly differ on how strongly Democrats thought they 
influence the statements; likewise, for Republicans, the 
neutral (M = 3.56, SD = 0.41), Democratic (M = 3.57, 
SD = 0.21), and Republican (M = 3.43, SD = 0.42) facts 
did not significantly differ from each other on the evi-
dence-strength dimension (see https://osf.io/nry4z/).

In addition, a set of 36 scale-based estimation ques-
tions was constructed to be used as part of the evalu-
ation phase. These questions were created by rephrasing 
the facts constructed as evidence. For example, for the 
fact “In the US, 3 of the 50 states require a permit to 
purchase a rifle,” the corresponding question was “How 
many of the 50 states require a permit to purchase a 
rifle?” Each question had 12 potential answers, linearly 
increasing on the 12-item scale, and one of the 12 was 
correct. Across the 36 questions, the correct answer had 
an equal chance of being in any of the 12 scale posi-
tions from 1 to 12. This prevented forming probability 
estimates for the most likely positions on the scale to 
contain the correct answer.

We measured resistance to change, a construct that 
has been found to differentiate between liberals and 
conservatives ( Jost et  al., 2003). The measure was 
adapted from the Willingness to Compromise Scale 
(Wee, 2013) and was computed as the average response 
to the three-item scale (“I would stick to my beliefs 
even when others might think that they are not reason-
able”; “Reality constraints should not stand in the way 
of one’s beliefs”; and “Once I believe in something, no 
piece of evidence would change my mind”). All ques-
tions were rated on a scale from 1, strongly disagree, 
to 5, strongly agree. Thus, higher scores indicate more 

https://github.com/mvlasceanu/PredictionBelief
https://github.com/mvlasceanu/PredictionBelief
https://www.cloudresearch.com/
https://osf.io/nry4z/
https://osf.io/nry4z/
https://osf.io/nry4z/
https://osf.io/nry4z/
https://osf.io/nry4z/
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resistance to change, and lower scores indicate less 
resistance to change.

Finally, we measured participants’ strength of iden-
tification with their selected political party with the 
question “How strongly do you identify with the party 
you just selected?” on a scale from 1, not at all, to 5, a 
great deal. We also measured their support for the cur-
rent president with the question “How would you qual-
ify president Donald Trump’s performance in office for 
the past 3 years?” on a scale from 1, awful, to 7, excel-
lent. We used both of these questions as measures of 
political polarity, which is of interest given prior work 
indicating cognitive failures in people holding radical 
beliefs (Rollwage et al., 2018) and cognitive inflexibility 
in people holding extreme partisan identities (Zmigrod 
et al., 2020). We note that 92.18% of the sample indi-
cated that they are registered to vote for the party they 
identified with.

Design and procedure. The data for this study were 
collected between October 10, 2019, and October 14, 
2019. Participants were told that they would participate in 
an experiment about how people evaluate information 
encountered on the Internet and were directed to the sur-
vey on the Qualtrics platform (https://www.qualtrics 
.com/platform/). After providing informed consent, par-
ticipants were directed to the pretest phase, where they 
were instructed to answer questions about information 
encountered on the Internet, which meant rating a set of 
36 statements (one on each page) by indicating the degree 
to which they believed each statement was accurate (i.e., 
“How accurate do you think this statement is?” from 1, 
extremely inaccurate, to 100, extremely accurate).

Then, in the evidence phase, each participant was 
randomly assigned to one of two between-subjects con-
ditions: prediction condition and control condition. 
Participants in the control condition were shown a 
series of 36 facts that provided direct evidence either 
in favor of or against the set of 36 beliefs. Instead of 
simply being exposed to the facts, participants in the 
prediction condition were asked to predict the correct 
answers to questions equivalent in content to the 36 
facts used in the control condition. After choosing an 
answer, participants were immediately given feedback 
(i.e., the correct answer). In both conditions, the evi-
dence was presented one on each page and in a ran-
dom order. Then, in a posttest believability phase, 
participants were instructed to rate the believability of 
the initial 36 statements again. Finally, participants were 
asked to complete the Resistance to Change Scale and 
a series of demographic measures including their 
strength of party affiliation and support for President 
Trump, after which they were debriefed.

Analysis and coding. We operationalized rational 
belief update as a belief change from the pretest phase to 
the posttest phase in the direction corresponding to 
incorporating the available evidence. Critically, whether 
this update corresponds to increasing or decreasing 
beliefs depends on (a) counterbalanced features of the 
stimuli and (b) observed features of participants’ predic-
tions. The first counterbalanced feature of the stimuli is 
that one half of the presented evidence supports half of 
the beliefs—in this case, the rational update is to increase 
one’s belief from pretest to posttest. The other half of the 
evidence refutes the other half of the beliefs—in this 
case, the rational update is to decrease one’s belief from 
pretest to posttest. Using this setup, we ensured that par-
ticipants could not trivially infer that “correct” updates 
must necessarily occur in one direction. This is the only 
variable necessary to compute rational belief update in 
the control condition. For example, for the belief “Very 
few Americans identify as vegetarian” with the corre-
sponding supporting piece of evidence “5% of Americans 
identify as vegetarian,” the rational update is to increase 
believability from pretest to posttest. Conversely, for the 
belief “Many American adults exercise on a daily basis” 
with the corresponding piece of evidence arguing against 
it being “5% of Americans exercise on a daily basis,” the 
rational update is to decrease believability from pretest to 
posttest.

Rational belief update in the prediction condition 
has two additional variables that determine in which 
direction update is rational for each belief: the magni-
tude of the correct answer (high or low on the scale) 
and the sign of the prediction error (positive or negative 
relative to the correct answer). The magnitude of the 
correct answer was counterbalanced across the stimuli 
so that the “surprise” was possible in both directions. 
For example, the answer to the question “How many 
child deaths worldwide is pneumonia responsible for 
every year?” is of high magnitude (i.e., 1 million deaths; 
the alternative answers of lower magnitudes are situ-
ated below the correct answer on the scale), whereas 
the answer to the question “What percentage of people 
who collapse on the street fully recover from receiving 
CPR?” is of low magnitude (i.e., 2%; the alternative 
answers of higher magnitudes are situated above the 
correct answer on the scale).

The last variable needed to determine the direction 
of rational update is the prediction-error sign. Predic-
tion error is defined as the difference between the 
selected answer by the participant and the correct 
answer for that question. If a participant selects an 
answer of higher magnitude than the correct answer, 
then the prediction error for that item will have a posi-
tive sign, whereas if they select a lower answer than 

https://www.qualtrics.com/platform/
https://www.qualtrics.com/platform/
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the correct one, the prediction error for that item will 
have a negative sign. For example, if the participant 
selects 20% on the question “How many Americans 
identify as vegetarian?” given that the correct answer is 
5%, the prediction error will be positive. If, however, 
the participant selects 2%, the prediction error will be 
negative.

These three variables (evidence in support of vs. 
evidence against, high correct answer vs. low correct 
answer, and positive prediction error vs. negative pre-
diction error) determined the direction of rational 
update in the prediction condition (Table 1).

An example of a trial in which the evidence is in 
support and the correct answer is high is the belief 
“Pneumonia is dangerous for children” with the associ-
ated evidence “Worldwide, 1 million children die of 
pneumonia each year.” In this case, if the participant 
chooses any value lower than 1 million (prediction 
error is negative), they will realize that the number of 
deaths is higher than they thought, which should 
increase their belief in the danger of pneumonia. Thus, 
the rational update is to increase the belief that “pneu-
monia is dangerous for children” (Table 1). If, however, 
the participant chooses a value higher than 1 million 
(prediction error is positive), they will realize that the 
number of deaths is lower than they thought, which 
should decrease their belief in the danger of pneumo-
nia. Thus, the rational update is to decrease the belief 
that “pneumonia is dangerous for children.” Analogous 
logic applies to each of the other eight combinations 
of the variables determining rational update in the pre-
diction condition (Table 1).

Analytically, we can implement these features as sign 
changes multiplying the observed belief update: Any 
factor that would drive a belief increase is defined as 
+1 (supporting evidence, low magnitude, positive pre-
diction error), and any factor that would drive a belief 
decrease is defined as −1 (refuting evidence, high mag-
nitude, negative prediction error). The product of these 
three factors in the experimental condition—or the first 
factor in the control condition—determines on an item-
by-item basis a positive or negative rational-update 
direction ( RUD)  for belief changes (∆B):

Table 1. Direction of Rational Belief Update in the Prediction Condition of Study 1

Evidence type and answer type Negative prediction error (−1) Positive prediction error (+1)

Evidence in support (+1)  
 Correct answer is high (−1) Increase (+1) Decrease (−1)
 Correct answer is low (+1) Decrease (−1) Increase (+1)
Evidence against (−1)  
 Correct answer is high (−1) Decrease (−1) Increase (+1)
 Correct answer is low (+1) Increase (+1) Decrease (−1)

Evidence support, against E

Magnitude high, low M

= = +
=

{ } → −

{ } →
{ , }1 1

== +
= +
{ , }

{ , }

−
−
1 1

1 1sign( )prediction error

∆ = × ∆B RUD Brational

RUDcontrol = E

RUDprediction = × ×E M sign(prediction error)

We took the absolute value of the prediction errors 
to obtain an index of prediction-error size (from 0 to 
11); higher scores indicate larger errors, and lower 
scores indicate lower errors. We then separated the 11 
prediction-error sizes into three bins: no prediction 
error (0), small prediction error (1–5), and large predic-
tion error (6–11). We decided to bin our data in this 
manner given the higher degree of interpretability of 
the binned prediction-error sizes as well as increased 
statistical power. For the sake of transparency, we pres-
ent both the binned and the unbinned results, although 
they are equivalent.

Results

Does prediction error linearly predict rational 
update? To test our first hypothesis, we analyzed ratio-
nal belief update as a function of prediction error in the 
prediction condition. We fitted a linear regression of pre-
diction-error size against rational belief update and found 
that, as hypothesized, prediction-error size linearly and 
positively predicted rational belief update, β = 2.87, SE = 
0.11, t(3699) = 24.26, R2 = .137, p < .001 (Fig. 1a). We 
verified and expanded this analysis with a more rigorous 
linear mixed model run in lme4 (Version 1.1.21; Bates 
et al., 2015) in R (Version 3.1.0; R Core Team, 2014). This 
model contained rational belief update as the dependent 
variable, prediction-error size and belief at pretest as 
fixed effects, and by-participant random intercepts and 
by-item random intercepts. We included belief at pretest 
as a fixed effect to control for the effect of the baseline 
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level of belief on the degree of belief update while 
observing the independent effect of prediction-error size 
on rational belief update. Again, we found that predic-
tion-error size linearly predicted rational belief update, 
β = 1.58, SE = 0.09, t(12490) = 16.68, p < .001.

Does more rational belief updating occur in the 
large-prediction-error condition compared with 
the control condition? We ran an independent-sam-
ples t test comparing rational belief update in the predic-
tion and control conditions and found that items in the 
prediction condition were rationally updated (M = 11.05, 
SD = 8.23) to a lower degree than items in the control 
condition (M = 14.67, SD = 10.28), t(670) = −5.14, p < 
.001, Cohen’s d = 0.38, 95% confidence interval (CI) = 
[−4.99, −2.23] (Fig. 1c). This indicates that, on average, 
participants’ beliefs changed more when they were pro-
vided with passive evidence than when they were asked 
to make predictions and then provided with the correct 
answer.

To further explore this pattern, we assessed whether 
this conclusion applies independently of the size of 
the prediction error. Our preregistered hypothesis was 
that larger belief updates would occur in the large-
prediction-error condition compared with the control 
condition. We, thus, compared the degree of rational 
belief update in the large-prediction-error bin of the 
prediction condition with the degree of rational belief 
update in the control condition. Consistent with our 

preregistered hypothesis, results of an independent-
samples t test established that items in the large- 
prediction-error bin were rationally updated (M = 22.00, 
SD = 17.40) to a higher degree than items in the control 
condition (M = 14.67, SD = 10.28), t(569) = 6.802, p < 
.001, Cohen’s d = 0.51, 95% CI = [5.21, 9.44] (Fig. 1b). 
Of note, the percentage of items that ended up in the 
three bins of the prediction condition was 9.45% in the 
no-prediction-error bin, 61.48% in the small-prediction-
error bin, and 29.05% in the large-prediction-error bin.

Is there a partisan bias in how prediction error 
linearly predicts rational belief update? First, to 
investigate whether there was a difference in how Repub-
licans and Democrats updated their beliefs, we turned to 
the prediction condition. We ran a linear mixed model 
with rational belief update as the dependent variable; 
prediction-error size, participant ideology, and belief at 
pretest as fixed effects; and by-participant and by-item 
random intercepts. The interaction between prediction 
error and participant ideology was not significant (p = 
.18). In other words, we did not find a difference in how 
Republicans and Democrats updated their beliefs as a 
function of prediction errors. This result was surprising 
for two reasons. First, participants’ self-reported resis-
tance to change was found to significantly moderate the 
effect of prediction error on belief update (i.e., partici-
pants who self-reported as more resistant to change were 
less likely to update beliefs as a function of prediction 
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Fig. 1. Results from Study 1. Mean rational belief update (a) is shown as a function of prediction-error size. Rational belief update 
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errors), β = −0.22, SE = 0.1, t(12550) = −2.12, p = .03. Sec-
ond, Republican participants self-reported as significantly 
more resistant to change (M = 3.57, SD = 0.78) than Dem-
ocrats (M = 3.31, SD = 0.83), t(700) = 4.179, p < .001, 
Cohen’s d = 0.315, 95% CI = [0.13, 0.37].

Furthermore, we tested for a potential ideological 
modulation of the effect of prediction error on rational 
update, this time while also taking into account the 
item ideology. We ran a linear mixed model testing the 
interaction of prediction-error size with participant ide-
ology (Democratic and Republican) and item ideology 
(Democratic, Republican, neutral). The dependent vari-
able was, again, rational belief update. We fitted pre-
diction-error size, participant ideology, item ideology, 
and belief at pretest as fixed effects and included by-
participant random intercepts and by-item random 
intercepts. The results showed that prediction-error size 
linearly predicted rational belief update in all six ideo-
logical conditions crossing participant ideology and 
item ideology (i.e., Democrats on neutral, Democratic, 
and Republican beliefs as well as Republicans on neu-
tral, Democratic, and Republican beliefs; summarized 
in Table 2 and plotted in Fig. 2).

To exclude the possibility that a nonlinear model 
would better explain our data, we performed a model 
comparison between the linear models and alternative 
relationships. Because different models vary in param-
eter count, we compared models using the canonical 
Bayesian information criterion (BIC; Delattre et  al., 
2014; Schwarz, 1978), which normalizes data likeli-
hoods under the models by their respective parameter 
counts. Lower BIC values indicate better fit. Repeating 
the mixed-effects model design in Table 2 (and Fig. 2) 
under a quadratic relationship between belief change 
and prediction error, we indeed found that the linear 
model (BIC = 123,401) was preferred to the quadratic 
model (BIC = 123,418).

We established that prediction errors linearly pre-
dicted rational belief update in all ideological subsam-
ples. However, a partisan bias could still have existed 
in how strongly this effect manifested in these ideologi-
cal subsamples. To test this possibility, we ran a linear 
mixed model on the prediction condition, with rational 
belief update as the dependent variable; prediction-
error size, belief at pretest, item ideology, and partici-
pant ideology as fixed effects; and by-participant 
random intercepts and by-item random intercepts. We 
did not find a significant interaction among prediction-
error size, item ideology (Democratic vs. Republican), 
and participant ideology (Democratic vs. Republican).

Finally, when we considered our measures of politi-
cal polarization, neither strength of political-party affili-
ation, β = 0.16, SE = 0.2, t(12474) = 0.809, p = .4186, 
nor support for President Trump, β = −0.16, SE = 0.15, 
t(12490) = −1.055, p = .2913, significantly moderated 
the effect of prediction error on rational update.

Is there a partisan bias in how beliefs are ratio-
nally updated in the large-prediction-error condi-
tion compared with the control condition? To 
further investigate a potential ideological modulation of 
the uncovered effect of prediction error on rational 
update, we also tested whether rational update was 
higher in the large-prediction-error bin of the prediction 
condition compared with the control condition in each of 
the six subsamples of the data (i.e., Democrats on Demo-
cratic, Republican, and neutral items and Republicans on 
Democratic, Republican, and neutral items). We found 
that all of the independent-samples t tests were statisti-
cally significant for these comparisons (statistics reported 
in Table 3 and plotted in Fig. 3).

Given that we split the data in subsamples, we 
wanted to make sure that the magnitude of prediction 
errors did not differ between the Democratic and 

Table 2. Rational Belief Update Predicted by a Linear Mixed Model Testing 
the Interaction of Prediction-Error Size With Participant Ideology and Item 
Ideology, Controlling for Belief at Pretest (Study 1)

Variable and item ideology β SE t p

Intercept 4.59 1.416 t(45.24) = 3.24 .002
Belief at pretest 16.8 0.255 t(12510) = 66.00 < .001
Democratic participants  
 Neutral items 2.12 0.188 t(6904) = 11.24 < .001
 Democratic items 1.80 0.182 t(8156) = 9.86 < .001
 Republican items 1.29 0.181 t(8693) = 7.13 < .001
Republican participants  
 Neutral items 2.00 0.185 t(6870) = 10.76 < .001
 Democratic items 1.08 0.180 t(7964) = 6.00 < .001
 Republican items 1.29 0.185 t(8672) = 6.96 < .001
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Republican participants. Looking at the percentage of 
items that fell in each of the three prediction-error bins, 
we saw no evidence of such differences (Table 4).

In addition, to test for a partisan bias in the differ-
ences in belief update between the two conditions, we 
ran a mixed analysis of variance (ANOVA) with rational 
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Fig. 2. Mean rational belief update by Democrats (a) and Republicans (b) as a function of prediction-error size, separately for each of 
the three belief ideologies (Study 1). Error bars represent 95% confidence intervals. Diagonal lines show best-fitting regressions, and 
error bands represents 95% confidence intervals.

Table 3. Difference in Rational Belief Update Between the Large-Prediction-Error and Control Conditions as a 
Function of All Participant Ideologies and Item Ideologies (Study 1)

Participant and 
item ideology

Large prediction error Control Between-conditions comparison

M SD M SD t p d 95% CI

Democrats  
 Neutral 28.59 38.34 21.64 35.03 t(258) = 4.45 < .001 0.47 [5.62, 14.51]
 Democratic 16.01 31.89 12.62 31.78 t(278) = 1.98 .048 0.21 [0.04, 7.00]
 Republican 19.01 36.94 11.01 34.06 t(240) = 4.36 < .001 0.46 [4.96, 13.07]
Republicans  
 Neutral 26.73 38.47 20.17 35.01 t(275) = 3.81 < .001 0.41 [3.96, 12.36]
 Democratic 17.55 34.01 11.88 35.39 t(274) = 4.31 < .001 0.45 [4.51, 12.11]
 Republican 16.22 32.86 10.69 32.35 t(265) = 2.88 .004 0.31 [1.70, 9.05]

Note: CI = confidence interval.
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belief update as the dependent variable, condition 
(large-prediction-error prediction vs. control) as a 
between-subjects variable, and congruence between 
participant and item ideologies as a within-subjects vari-
able. We found a significant main effect of condition, 
F(1, 1398) = 47.38, p < .001, ηp

2 = .03; a significant main 
effect of ideology congruence, F(1, 1398) = 3.91, p = 
.0482; and a significant interaction of condition with 

ideology congruence, F(1, 1398) = 4.89, p = .02717, 
ηp

2 = .003, showing that, overall, participants in the 
large-prediction-error condition updated ideologically 
consistent items less than ideologically inconsistent 
items than did participants in the control condition. 
This suggests a partisan bias in rational belief update, 
manifested as higher rigidity for large-prediction-error 
beliefs in one’s own ideology. To explore whether this 
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Fig. 3. Mean rational belief update by Democrats (a) and Republicans (b) as a function of prediction-error size in the three predic-
tion conditions and the control condition (Study 1). Results are shown separately for each of the three belief ideologies. Error bars 
represent ±1 SEM, and asterisks represent significant differences between conditions (*p < .05, **p < .01, ***p < .001).

Table 4. Percentage of Items in the Three Bins of the Prediction Condition (Study 1)

Condition

Neutral items Democratic items Republican items

Democrats Republicans Democrats Republicans Democrats Republicans

No prediction error 8.6% 7.6% 10.1% 10.2% 10.2% 9.9%
Small prediction error 62.8% 62.9% 58.4% 62.1% 61.4% 61.1%
Large prediction error 28.5% 29.4% 31.3% 27.5% 28.4% 29.0%
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result further interacted with participant ideology, we 
conducted another mixed ANOVA with rational belief 
update as the dependent variable, condition (large-pre-
diction-error prediction vs. control) and participant ide-
ology (Democrats vs. Republicans) as between-subjects 
variables, and ideology congruence as a within-subjects 
variable. We did not find a significant three-way interac-
tion, F(1, 143) = 0.45, p = .501.

Discussion

In Study 1, we found that prediction-error size linearly 
predicted rational belief update and that making large 
prediction errors led to larger belief updates than being 
passively exposed to evidence. These effects held for 
both Democrats and Republicans and for all belief types 
(neutral, Democratic, Republican). Despite the fact that 
self-reported resistance to change significantly moder-
ated the effect of prediction error on belief update and 
Republicans self-reported as more resistant to change, 
we did not find differences in how Democrats and 
Republicans updated their beliefs. Finally, we found a 
partisan bias, which was manifested as higher rigidity 
for updating large-prediction-error beliefs in one’s own 
ideology.

To assess the replicability and generalizability of 
these findings, we conducted a high-powered replica-
tion with a U.S. Census–matched sample.

Study 2

Method

Open-science practices. We preregistered the study’s 
experimental design and hypotheses on an open-science 
platform (https://aspredicted.org/5iz27.pdf). The data for 
the replication study can be found on the study’s OSF 
page (https://osf.io/aur2t). The data-analysis code (in 
Python) can be accessed as a Jupyter notebook at https://
github.com/mvlasceanu/PredictionBelief.

Participants. For the replication, we aimed for a U.S. 
Census–matched sample of 1,000 participants. We recruited 
1,387 Americans using the Cloud Research platform and 
excluded 313 of them on the basis of preregistered criteria 
(i.e., failed attention checks). We conducted statistical 
analyses on the final U.S. Census–matched sample of 1,073 
participants (57% female; age: M = 48.32 years, SD = 
16.92) who matched the census age, gender, race, and 
ethnicity quotas (Table 5). The total sample contained 552 
participants who self-identified as Democrats and 521 
who self-identified as Republicans. Each participant was 
randomly assigned to either the experimental condition 
(Democrats: n = 324, Republicans: n = 296) or the control 

condition (Democrats: n = 228, Republicans: n = 225). 
The study protocol was approved by the Princeton Uni-
versity Institutional Review Board.

We used the same stimulus materials, procedure, and 
coding as in Study 1. The data for Study 2 were col-
lected between May 26, 2020, and June 4, 2020.

Results

Does prediction error linearly predict rational 
update? We fitted a linear regression of prediction-error 
size against rational belief update and replicated the 
result that prediction-error size linearly positively pre-
dicts rational belief update, β = 2.36, SE = 0.09, t(6466) = 
26.12, R2 = .095, p < .001 (Fig. 4a). As in Study 1, we ran 
a linear mixed model with rational belief update as the 
dependent variable, prediction-error size and belief at 
pretest as fixed effects, and by-participant random inter-
cepts and by-item random intercepts. Belief at pretest 
was included as a fixed effect to control for the effect of 
baseline level of belief on degree of belief update while 
observing the independent effect of prediction-error size 
on rational belief update. We replicated the finding that 
prediction-error size linearly predicts rational belief 
update, β = 1.40, SE = 0.07, t(22140) = 19.50, p < .001.

Does more rational belief updating occur in the 
large-prediction-error condition compared with the 
control condition? We ran an independent-samples t 
test comparing rational belief update in the prediction 
and control conditions and replicated the result that items 
in the prediction condition were rationally updated (M = 
9.81, SD = 16.52) to a lower degree than items in the con-
trol condition (M = 13.49, SD = 9.79), t(825) = −5.92, p < 
.001, Cohen’s d = 0.38, 95% CI = [−4.32, −2.23] (Fig. 4c). 
To further explore this pattern as preregistered, we again 
assessed whether this conclusion applies independently 
of the size of the prediction error. With an independent-
samples t test, we also replicated the result that items in 
the large-prediction-error bin were rationally updated 
(M = 20.06, SD = 16.01) to a higher degree than items in 
the control condition (M = 13.49, SD = 9.79), t(1041) = 
8.301, p < .001, Cohen’s d = 0.47, 95% CI = [4.90, 8.23] 
(Fig. 4b). Of note, the percentage of items that ended up 
in the three bins of the prediction condition was 9.2% in 
no-prediction error, 62.7% in small prediction error, and 
28.1% in large prediction error.

Is there a partisan bias in how prediction error 
linearly predicts rational belief update? As in Study 
1, to investigate whether there was a difference in how 
Republicans and Democrats updated their beliefs, we 
turned to the prediction condition. We ran a linear mixed 
model with rational belief update as the dependent 

https://aspredicted.org/5iz27.pdf
https://osf.io/aur2t
https://github.com/mvlasceanu/PredictionBelief
https://github.com/mvlasceanu/PredictionBelief
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variable; prediction-error size, participant ideology, and 
belief at pretest as fixed effects; and by-participant and 
by-item random intercepts. Contrary to Study 1, results 
showed that the interaction between prediction error 

and participant ideology in Study 2 reached statistical sig-
nificance, β = −0.57, SE = 0.12, t(22231) = −4.47, p < .001, 
likely because of the increased sample size. This interac-
tion indicates that Republicans updated their beliefs (β = 
1.11, SE = 0.16) less than Democrats (β = 1.68, SE = 0.09) 
as a function of prediction errors. This result is thus con-
sistent with the replicated findings that (a) self-reported 
resistance to change moderates the effect of prediction 
error on belief update—that is, the interaction between 
prediction error and resistance to change, β = −0.50, 
SE = 0.08, t(22190) = −6.18, p < .001, shows that partici-
pants who self-reported as more resistant to change 
were less likely to update beliefs as a function of predic-
tion errors—and (b) Republicans self-reported as more 
resistant to change (M = 3.35, SD = 0.87) than Democrats 
(M = 3.03, SD = 0.88), t(1062) = 5.908, p < .001, Cohen’s 
d = 0.361, 95% CI = [0.21, 0.42].

Furthermore, when also including item ideology 
(Democratic, Republican, neutral) in the model, we 
replicated the finding that prediction-error size linearly 
predicted rational belief update in all six ideological 
conditions crossing participant ideology and item ideol-
ogy (i.e., Democrats on neutral, Democratic, and 
Republican beliefs as well as Republicans on neutral, 
Democratic, and Republican beliefs; summarized in 
Table 6 and plotted in Fig. 5).

As in Study 1, to exclude the possibility that a 
nonlinear model would better explain our data, we 

Table 5. Demographic Distribution of the Study 2 Sample 
Compared With U.S. Census Data

Variable Census Sample

Gender  
 Male 49.4% 42.8%
 Female 50.6% 57.2%
Age (years)  
 18–29 22.6% 19.9%
 30–39 16.8% 16.4%
 40–49 16.2% 14.8%
 50–59 17.8% 21.6%
 60–69 14.0% 16.0%
 70–99 12.4% 11.2%
Race  
 Caucasian 78.8% 75.6%
 African American 13.0% 9.9%
 Native American 1.2% 3.4%
 Asian 4.8% 4.9%
 Other 2.2% 5.8%
Ethnicity  
 Hispanic 16.0% 13.7%
 Not Hispanic 84.0% 86.1%
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Fig. 4. Results from Study 2. Mean rational belief update (a) is shown as a function of prediction-error size. Rational belief update was 
calculated by subtracting pretest raw scores from posttest raw scores. Error bars represent 95% confidence intervals. The diagonal line 
shows the best-fitting regression, and the error band represents the 95% confidence interval. Mean rational belief update is broken down 
in (b) for prediction-error size (absolute value of prediction error) in each of the three prediction conditions and the control condi-
tion and in (c) for the prediction condition (collapsed) and control condition. Error bars in (b) and (c) represent ±1 SEM, and asterisks 
represent significant differences between conditions (p < .001).
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performed a model comparison between the linear mod-
els and alternative relationships. Repeating the mixed-
effects model design in Table 6 (and Fig. 5) under a 
quadratic relationship between belief change and pre-
diction error, we indeed found that the linear model 

(BIC = 217,164) was preferred to the quadratic model 
(BIC = 217,188).

As before, once we had established that prediction 
errors linearly predicted rational belief update in all 
ideological subsamples of the data, we tested how 

Table 6. Rational Belief Update Predicted by a Linear Mixed Model Testing 
the Interaction of Prediction-Error Size With Participant Ideology and Item 
Ideology, Controlling for Belief at Pretest (Study 2)

Variable and item ideology β SE t p

Intercept 4.57 1.293 t(40.37) = 3.53 .001
Belief at pretest 16.4 0.191 t(22170) = 85.97 < .001
Democratic participants  
 Neutral items 2.13 0.141 t(14070) = 15.17 < .001
 Democratic items 1.72 0.139 t(13920) = 12.36 < .001
 Republican items 1.35 0.138 t(16240) = 9.76 < .001
Republican participants  
 Neutral items 1.44 0.141 t(14310) = 10.26 < .001
 Democratic items 0.75 0.139 t(14200) = 5.42 < .001
 Republican items 0.97 0.140 t(16200) = 7.01 < .001
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Fig. 5. Mean rational belief update by Democrats (a) and Republicans (b) as a function of prediction-error size, separately for each 
of the three belief ideologies (Study 2). Error bars represent 95% confidence intervals. Diagonal lines show best-fitting regressions, 
and error bands represents 95% confidence intervals.
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strongly this effect manifested in these subsamples. We 
ran a linear mixed model on the prediction condition, 
with rational belief update as the dependent variable; 
prediction-error size, participant ideology, item ideol-
ogy, and belief at pretest as fixed effects; and by- 
participant random intercepts and by-item random 
intercepts. We replicated the lack of significance of the 
interaction among prediction-error size, item ideology 
(Democratic vs. Republican), and participant ideology 
(Democratic vs. Republican).

When we considered the measures of political polar-
ization, the results were in contrast to those of Study 
1. Now both strength of political-party affiliation, β = 
−0.16, SE = 0.06, t(12402) = −2.628, p = .0086, and sup-
port for President Trump, β = −0.15, SE = 0.02, t(21440) = 
−5.767, p < .001, reached statistical significance in mod-
erating the effect of prediction error on rational update. 
These moderation analyses suggest that the more 
extreme participants were on the ideological spectrum 
and the more strongly they supported President Trump, 
the less they updated their beliefs according to predic-
tion errors.

Is there a partisan bias in how beliefs are ratio-
nally updated in the large-prediction-error condi-
tion compared with the control condition? To 
further investigate a potential ideological modulation of 
the uncovered effect of prediction error on rational 
update, we again tested whether rational update was 
higher in the large-prediction-error bin of the prediction 
condition compared with the control condition in each of 
the six subsamples of the data. We found that all of the 
independent-samples t tests were statistically significant 
for these comparisons (statistics reported in Table 7 and 
plotted in Fig. 6).

As in Study 1, given that we split the data into sub-
samples, we wanted to make sure that the magnitude 
of Democratic and Republican participants’ prediction 
errors did not differ. Looking at the percentage of items 

that fell in each of the three prediction-error bins, we 
saw no evidence of such differences (Table 8).

To test the partisan bias in belief update that we 
obtained in Study 1, according to which participants 
were less likely to update their ideologically consistent 
beliefs, we ran a mixed ANOVA with rational belief 
update as the dependent variable, condition (large-pre-
diction-error prediction vs. control) as a between-sub-
jects variable, and congruence between participant and 
item ideologies as a within-subjects variable. In contrast 
to Study 1, results did not show an interaction between 
condition and ideology congruence, F(1, 28) = 0.08, p = 
.77938. In other words, we did not observe a difference 
in resistance to changing one’s own party’s ideological 
beliefs compared with the other party’s beliefs.

Discussion

Study 2 replicated the main findings that prediction-
error size linearly predicts rational belief update and 
that making large prediction errors leads to a larger 
belief update than being passively exposed to evidence. 
It also replicated the result that these effects held for 
both Democrats and Republicans and for all belief types 
(neutral, Democratic, Republican). Moreover, we again 
found that self-reported resistance to change signifi-
cantly moderated the effect of prediction error on belief 
update and that Republicans self-reported as signifi-
cantly more resistant to change. Consistent with these 
effects (but in contrast to Study 1), the results of Study 
2 showed that Republicans updated all beliefs less than 
Democrats. Notably, we no longer found the higher 
rigidity in updating large prediction-error beliefs in 
one’s party ideology.

General Discussion

Changing people’s beliefs is notoriously difficult. Here, 
in two preregistered studies—including one with a U.S. 

Table 7. Difference in Rational Belief Update Between the Large-Prediction-Error and Control Conditions as a 
Function of All Participant Ideologies and Item Ideologies (Study 2)

Participant and 
item ideology

Large prediction error Control Between-conditions comparison

M SD M SD t p d 95% CI

Democrats  
 Neutral 29.89 37.38 19.76 34.65 t(526) = 6.74 < .001 0.54 [7.81, 14.99]
 Democratic 16.62 31.58 11.09 30.77 t(539) = 5.11 < .001 0.41 [3.88, 9.35]
 Republican 17.06 34.56 10.24 32.04 t(478) = 4.95 < .001 0.39 [4.07, 10.41]
Republicans  
 Neutral 25.14 36.26 19.00 35.37 t(464) = 3.94 < .001 0.32 [3.21, 10.54]
 Democratic 12.57 34.15 10.63 33.62 t(447) = 2.18 .029 0.17 [0.08, 6.28]
 Republican 14.46 35.56 10.22 31.39 t(414) = 3.04 .002 0.25 [1.43, 7.94]

Note: CI = confidence interval.
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Census–matched sample—we found that an interven-
tion that built on prediction errors could be successfully 
used, under specific circumstances, to change beliefs. 
Our main finding, that rational belief update is propor-
tional to the magnitude of prediction error, aligns with 
the associative-learning principle that learning is pro-
portional to prediction error (Rescorla & Wagner, 1972). 

We claim that our findings do not constitute a simple 
extension of this prior work, given that beliefs are 
deemed as meaningfully different from knowledge 
because of their associated conviction and self-referen-
tial element (Connors & Halligan, 2015). The ideologi-
cal dimension of both believers and their beliefs could 
have amplified, attenuated, or even eliminated the 
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Fig. 6. Mean rational belief update by Democrats (a) and Republicans (b) as a function of prediction-error size in the three prediction 
conditions and the control condition (Study 2). Results are shown separately for each of the three belief ideologies. Error bars represent 
±1 SEM, and asterisks represent significant differences between conditions (*p < .05, **p < .01, ***p < .001).

Table 8. Percentage of Items in the Three Bins of the Prediction Condition (Study 2)

Condition

Neutral items Democratic items Republican items

Democrats Republicans Democrats Republicans Democrats Republicans

No prediction error 8.6% 9.1% 8.8% 8.6% 9.0% 9.2%
Small prediction error 62.8% 62.6% 60.9% 63.7% 63.8% 63.0%
Large prediction error 28.5% 28.2% 30.2% 27.5% 27.1% 27.7%
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effect of prediction error on belief update. Yet the fact 
that they have not points to the effect’s generalizability 
across the cognitive system.

Our findings also align with prior work showing that 
surprising information can tune knowledge, attitudes, 
and beliefs (Ranney & Clark, 2016). The element of 
surprise employed to increase acceptance of climate 
change, for instance, likely operates similarly to the 
prediction-error processes triggered in our paradigm 
(Ranney et  al., 2001). However, our findings supple-
ment this work in several ways. Critically, (a) we iso-
lated the effect of prediction errors from that of evidence 
alone; (b) we quantified the magnitude of the surprise 
(i.e., prediction-error size), which we then used to pre-
dict belief update; and (c) we incorporated beliefs as 
well as participants from both sides of the political-
ideological spectrum, which allowed the comparison 
of the effect’s magnitude both within and across ideo-
logical boundaries.

We note an important difference between the two 
studies in how the effects interacted with ideology. In 
Study 1, we found a partisan bias in the form of higher 
rigidity in updating beliefs in one’s own ideology (in 
the large-prediction-error condition compared with the 
control condition). In Study 2, we found that Republi-
cans updated all beliefs less than Democrats, suggesting 
a partisan bias manifested as Republicans’ resistance to 
changing all beliefs following prediction errors. At least 
two explanations could account for this difference in 
the manifestation of these partisan biases. First, the 
sample-size increase and the national representative-
ness of Study 2 may have provided the statistical power 
and the necessary variation to observe the true effect—
Republican participants’ diminished belief change 
based on prediction errors. Second, and perhaps more 
interestingly, the different sociopolitical contexts at the 
time of the data collection between the studies (Octo-
ber 2019 vs. May 2020) might have shifted the ideologi-
cal bias from a symmetric effect (for both Democrats 
and Republicans) to the Republicans’ resistance to 
update all beliefs. This possibility is consistent with 
existing work on the impact of threat and uncertainty 
on political beliefs (Haas & Cunningham, 2014). 
Although difficult to programmatically explore in a 
highly dynamic real-world situation (i.e., COVID-19 and 
nationwide antiracism protests), further research clarify-
ing how consequential events affect belief change is 
certainly worth pursuing.

A reliable finding across the two studies was that the 
belief update in the prediction condition was, on aver-
age, significantly lower than in the control condition. 
We speculate that having to remember both the correct 
and predicted answer could create interference (when 
the difference between them is small), resulting in a 

memory decrement for the correct answer in the predic-
tion condition compared with the control condition. 
This memory decrement could, in turn, lead to less 
rational belief update. Alternatively, there might be a 
cost to changing one’s mind (e.g., one may appear 
inconsistent), so people might be willing to pay that 
cost only when extraordinary evidence is presented. 
Regardless of the mechanism, there is a pragmatic 
implication of the difference between the prediction 
and the control conditions. When addressing an audi-
ence for which one has no baseline belief information, 
one should simply provide accurate information. On 
the other hand, when one does have baseline belief 
information about a community, one would be well 
served to attack misinformation by narrowing the mes-
sage to the most egregious belief violations.

Several important aspects of the belief-updating pro-
cess were omitted in this study. One such factor is the 
credibility of the source presenting the evidence (Chung 
et al., 2008; Merdes et al., 2020). Future studies could 
explore how an information source affects the incor-
poration of evidence into one’s belief system and how 
this impact might interact with ideology. For example, 
Democrats receiving evidence against a Democratic 
belief from CNN might update their belief accordingly, 
whereas evidence from Fox News might be completely 
discarded. Conversely, Republicans may be more open 
to evidence incorporation when watching Fox News 
compared with CNN (Haidt et al., 2009).

Another important extension could involve investi-
gating the effect of conversations on prediction-based 
belief update and how these conversations, when they 
occur in larger communities, could impact collective 
beliefs (Vlasceanu et al., 2018). One possibility is that 
when given the opportunity to discuss, people would 
display a novelty bias and mention the evidence that 
is most surprising to them. Conversely, people might 
instead display a confirmation bias and mention the 
evidence they correctly predicted. Depending on what 
they choose to discuss, the community’s collective 
beliefs would be shaped accordingly because previous 
research found that conversations influence collective 
beliefs (Vlasceanu & Coman, 2020b; Vlasceanu, Morais, 
et al., 2020). Clarifying this process would be particu-
larly meaningful for policymakers interested in impact-
ing communities (Dovidio & Esses, 2007).

Beyond their theoretical importance, these findings 
might provide useful tools in the battle against misin-
formation, a prominent threat facing the world today 
(Lewandowsky et  al., 2012). For example, a third of 
Americans believe that global warming is a conspiracy 
( Jensen, 2013), and a third of American parents believe 
that vaccines cause autism (National Consumers League, 
2014). False beliefs are dangerous when endorsed by 
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a large proportion of people because they can shift 
attention and resources away from real threats, dramati-
cally impact normative behavior, and cause suboptimal 
collective decisions (Kuklinski et  al., 2000). Crucial 
steps in the misinformation-prevention battle are under-
standing the processes driving belief update and using 
that understanding to design misinformation-combating 
interventions. The present findings point to such inter-
ventions. For instance, our findings point to a powerful 
strategy that could shortcut ideological biases as an 
alternative to refutation, which may backfire, especially 
if beliefs are ideologically charged (Nyhan & Reifler, 
2010). First, one needs to map the community’s esti-
mates on relevant statistics that can be used as surpris-
ing evidence. These statistics need to be carefully 
compiled given that people’s predictions about everyday 
events are fairly accurate (Griffiths & Tenenbaum, 2006). 
After the statistics eliciting the largest misestimates are 
selected, these pieces of evidence need to be dissemi-
nated back to the community in a predictions-then-
feedback format. This procedure is intensive but might 
have a stronger impact in diminishing misinformation 
than existing approaches. Conducting more empirical 
research to determine the stability of these findings over 
time, their boundary conditions, and their behavioral 
instantiations could offer policymakers a powerful tool 
to address this global epidemic.
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